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Device Status menu

@ Successfully pass the free certification exam at IW Academy and become an Infinet Certified Engineer.

To the certification exam

Interface Statistics
Links Statistics on rf5.0
Switch Statistics
Extended Interface Statistics

® General Statistics
Modulation Statistics
Errors/Drops Statistics/SNR/EVM
Radio Scanner
QoS Statistics
Network Address Table
LLDP Information
® Extended Link Diagnostics

® performance tests

Antenna Alignment Tool
Statistics Graphs
Remote Commands
Link Restart
® Extended Switch Statistics
® Switch DB Statistics
® Switch VLAN Statistics

The "Device Status" page is displayed by default after the authentication step. It displays the main parameters of the unit in real-time. You can set the "Auto
Refresh" option to refresh the statistics automatically. Refresh frequency can be set by the "Auto Refresh Time" parameter. The minimal possible value is “0”
seconds and it updates the information instantly.

The device statistics can also be refreshed manually by clicking the «Refresh» button.

These options are available in the bottom-left side of the "Device Status" screen:
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Figure - Refresh option

The "Device Status" page has the following sections:

"CPU load" - displays the load percentage of the CPU
"Memory load":
® Memory (the data stored in volatile memory are valid only during the current session, until the system reset) displays in real-time the total
memory available and the used memory by the running processes
® Flash memory (non-volatile memory) displays in real-time the total memory available and the used memory by the WANFIeX and configuration
files
"Interface Statistics" - displays the main parameters of all configured interfaces (physical and logical)
"Wireless Links Statistics" - displays the main parameters of all wireless connections between the device and the neighbor devices
"Switch Statistics" - displays counters of the frames which have been switched (for example: the number of dropped packets and if they are dropped
because of the flood into their reachable destination, because of the STP, because of the firewall, etc).

Interface Statistics
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Parameter Description

Interface
® Displays all physical and configured logical interfaces
MAC
Address ® Displays the MAC address of each interface
Status
® Displays status of each interface:
® Up - enabled;
® Down - disabled.
Mode
® Displays the operation mode of each interface.
® Ethernet interface:
® 10,100 or 1000 Mbps;
® Half or full duplex mode - red value of this parameter informs that transmission is performed in a half-duplex mode.
® Radio interface:
® Bitrate;
® Operating frequency - red value of this parameter indicates an absence of data transmission due to the spectrum scanning by
the DFS tool;
® Channel width;
® TX Power - red value for this parameter may indicate a problem with the transceiver's hardware.;
® DFS tool state;
® Greenfield mode.
® SV
® Switch group number.
® PRF interface:
® parent;
® Channel number;
® Frame size - red value of this parameter means impossibility to set the optimal size due to external limitation (MTU value on the
switch port).
® Vlan interface:
® Pparent;
® VianID;
® Selected vlan interface operation standard.
Packets
® Displays the number of received and transmitted packets for each interface since the unit is operational. The local system packets are
counted, too
Errors
® Displays the number of received and transmitted error packets for each interface since the unit is operational
Load

® Displays the packet flow through each interface in real-time (for the system and the data traffic)

Table - Interface Statistics

All these counters can be reset by clicking the «Reset All Counters» button:

Interface Statistics Uptime: 2 days 20:42:35 H11501-MINTv1.90.29
Interface MAG Address € : 0 c Lualg:rlﬁm ! Ln?tdﬁf’ 2
ethD DDD435028514 Up - 0 /804968 oo 0in 0re
eth1 DDD435128514 Up - 0/0 oo o/o oro
5.0 DDD435228514 Up 130 Mbps [ 4900 MHz / 20 MHz / 5 dBm 14752382 /12839174 oo 49147 7665
prid DDD435025514 Up ethD / Channel: O 0/0 oo o/o oro
svil 020435028514 Up Switch Group#1 (L2 Management Interface) 705176 /63535 oo 18115 ar4

|[ Reset il counters || Grapns

Figure - Counters reset
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(D CAUTION

Clearing these counters by clicking the «OK» button in the pop-up page means losing the history data about the functionality of your unit. Avoid this
operation unless you are completely sure you don’t need these data in the future.

The software version is displayed in the right side of Interface Statistics section (for example: MINTv1.90.5).

Links Statistics on rf5.0

This section displays the following information for the radio interface of the unit:

Node name and ID

Noise level

Number of established links

ATPC status (activated or deactivated)
Autobitrate status (activated or deactivated)
Polling or TDMA mode

Parameter Description

Status
® Gives a color indication for the wireless connection quality with the neighbor unit:
® Red: poor connection
® Yellow: good connection
® Green: excellent connection
® Remote device's interface role:
® M - master;
® S-slave.
® Link Uptime. Displays the link uptime
® F—relevance of remote unit firmware (optional). Idicates that the remote unit has the older firmware than the local one
® ?—system password of the remote unit (optional). Idicates that the remote unit has not the system password
® E - Ethernet port status on the remote device (optional). Indicates that the remote device Ethernet port is flapping
MAC
Address ® Displays the neighbor’s MAC address
Name
® Displays the neighbor’s name
Node ID
® Displays the sequential number of the neighboring node
Distance
® Displays the calculated (theoretical) distance to the neighbor unit (in Km)
Tx Power
® Displays the power level of the Tx and Rx signals of the neighbor unit (in dBm)
SNR
® Displays the ratio of the useful signal power to the noise power for the input and output signals at the neighbor unit (in dB). For radio link
stable operation, the SNR value must in the range of 12-50 dB, higher modulation are available at values of 27-50 dB
Current
Level ® Displays the Tx and Rx signals levels for current bitrate of the neighbor unit (in dB)
Bitrate

® Displays the set bitrate value for the Tx and Rx signals of the neighbor unit
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Retries

® Displays the percentage of Tx and Rx retries of the neighbor unit
Errors

® Displays the percentage of Tx and Rx errors of the neighbor unit
Load

® Displays the number of kbps and packets that are going inbound and outbound the radio interface of the neighbor unit (main data)

Table - Wireless Links Statistics

By clicking the "Route Map" button you can get the MINT topology schematic map with the visualization of the active and alternative routes to each node.

1 NOTE

Map is available for H08, H09, H11 hardware platforms.

Schematic topology map allows you to visually determine the network connectivity and complexity and to track the route switching, including mobile objects.

The radio interfaces of the Masters devices are marked with a rectangle, the Slaves are marked with ellipses. The device name highlighted in red indicates

problems in its operation. Connections are represented by arrows pointing the prevailing direction of data transfer. Arrows have the following color differences:

Blue - wireless connection, thicker the line, the higher a load on the link.
Yellow - PRF connection.

Green - join connection between radio and prf interfaces.

Red - indicates the interruptions of the link.

Dashed lines represent backup routes.

5.0 Route: ‘h"lapvl View: |Fu|| V| Extinfo: [ | Spare Physics Hide Spare: [ | Bitrates: Flap: Path: [ ] Modes: 15, Links: 17

|and v

)
G

Smn Sfave Sever 3355

(G CPELL 1.,

Figure - Schematic map

For additional information on each node, double click on it to get remote commands (rcmd).



Title

Node CPE113_rf (000e8e252657)
-minbitr 3258 -autobitr -mimo -
mint rf5.@ -reaming disable
mint rfs.e -authmede public
mint rf5.@ -airupdate passive normal

System Info

System Config

! System Log
mint rf5.8 -rcmdserver enabled
mint rfs.e start Routing Table
mint rf5.@ tdma mede=Slave vbr start

ARF Table

mint prf@ -name “CPE113_prf" Switch Statistics
mint prfe -nodeid eeei3
mint prf@ -type master Link Status

mint prfe -mode fixed

mint prfe -hwmtu_fixed

mint prfe -log

mint prf@ -authmode public

mint prf@ -airupdate passive normal
mint prfe -rcmdserver enabled

mint prfe start

Interface Table

Radio Scanner

HMAC Switch config

switch group 113 add 1 ethe rfs.e
switch group 113 vlan 113

switch group 113 in-trumk 1
switch group 113 start

switch group 15 add 2 ethe
switch group 15 vlanm 15

# group 15 attached to 'svils' =» vlanis
switch group 15 start

switch dead-interval g64@608
switch start

#Switch virtual Interface config
svi 15 group 15

#SNTP configuration
sntp -server='172.16.16.1' -interval=8648808 start

#WEB configurator
webcfg start

#LLDP parameters
11ldp ethe disable

| Upload Gonfig... |

#end =l Reboot Remate Unit |
Command: [system uptime; config show | Key ]
Execute || Clear Close | Plain text: [[] Send to all:

| | Il Il | C

Figure - Remote commands
Detailed information about options in this tool is described in the "Remote Commands" section.
In TDMA based software in the "Wireless Links Statistics for Interface rf5.0" section some additional information is available:

® about wireless link parameters;
® deflection angle from the main antenna direction towards the subscriber terminal, in the column "Distance" (only for R5000-Qmxb sector base station
with beamforming technology).

CPU 4% Memory 64839K / 123835K Flash 5176K / 15875K

[ e e o s N e s f s s f s s | s ] e | L R R e ] Lo L e s s, e [ s f s ]

Interface Statistics Uptime: 14 days 13:54:31 HO08S11-TDMAv2.0.61
Interface  MAC Address  Status Mode PS??}“‘ [F:!:.I?rr: Loam B L°“’RCU.I9)?5}
etho 000435036c7a Up 1000 Mbps Full Duplex 20902333 / 20193553 0ro 10/27 S
5.0 000435136c7a  Up 130 Mbps / 5380 MHz / 20 MHz / 20 dBm / GF / BEAM 31701388/ 40458310 3938399 / 8495 38/88 1631
vians 000435036c7a  Up eth0 /Vian ID: 8 (== RWR Zones ARIP ===) 16747726 / 16981202 0/0 16/ 47 11712
vian11 000435036cTa Up eth0/Vian I1D: 11 ReallP_InfinetTe 1 326922/ 2100 0ro 5/0 2/0
svi1 020435036cTa Up Switch Group #1 6889536 /0 0ro 4/0 5/0

Reset All Counters | [ Graphs |

Links Statistics on rf5.0 (Zona_Kalinkin ID: 04677) Links: 7

Noise: 90 dBm ATPC: Off Autobitrate: On |IDMA: Master (5 ms DL/UL: Auto RSSI: -40 Dist: 20 km) RX/TX Capacity: 28/ 30 Mhps]

Distance | TxPower (dBm) |RSSI(dBm), SNR(dB) EVM (dB) Bitrate Retries (%) Load (Kbps) Load (pps}
MAC Address Node ID RX/TX RX/TX RWTx  RXTX X R/Tx RX/TX RXTX

(Km)

B 5 days 00043522%edc = OSB_Savinsk15_Roddom 00001 0.38 (+5%) 43/26 -24/-35 104/39 T/5 3/9 1/0
l 14days 000435229ef5  Tander_Magnit1 00002 1.07 (-307%) 36/21 -15/-16  104/104 0/0 17713 3/2
Il 14days 00804870c90c  Kaba_Plastik 00003 1.33 (+309) 49/34 -20/-20 130/130 0/0 3/2 170
Il 01:18:35 000435238c47  Abet 00004 1.76 (+20%) 24/ -21/-12 39/52 T/3 4/3 1/0

[ 14days 00043522438c OSB_Marusino 00005 5.5 (+20%) 33/18 -24/-35 104/78 3/6 1/2 1/0
W 14days  00043521f10c  Tomilino_to_jeldor 00006 8.55 (+15%) 35/23 -20/-20 104/78 0/7 2/4 170
H 8 days 000435229703  Djerzinsky_BS 00007  |17.36 (+30°) 27112 -21/-12  78/78 13/20 3/4 170

Route Map I Graphs

Figure - Wireless Links Statistics for the Radio interface in the TDMA based software
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Parameter Description
Current TDMA
parameters ® Operational mode of the unit (Master/Slave)

® Displays the current TDMA parameters for Master:
® Time slot duration (in microseconds)

Downlink percentage of the time slot

Maximum RSS| level (in dBm)

Maximum operational distance (in kilometers)

RX/TX Capacity

RSSI (dBm) Rx/Tx
® Displays the power present in a received radio signal

® "Rx"—the power of received radio signal, measured at the local unit
® "Tx"—the power of received radio signal, measured at the remote unit
[ ]

"*" —indicates the difference in the signals power of the vertical and horizontal polarizations

Sync Status
® Displays the current status of device synchronization with external timing reference from GPS/GLONASS

® "Sync": the device is in sync. The value in brackets is current value of the offset (in microseconds) between the internal clock of
the device and the external timing reference from GPS/GLONASS
"Wait Sync": the device is waiting the external timing reference from GPS/GLONASS. Synchronization is enabled on the device,
but it doesn’t receive external timing reference from GPS/GLONASS
"No Sync": the device is not in sync. The current value of offset between the internal clock and the external timing reference from
GPS/GLONASS is beyond the allowed value range (+10 microseconds)

Sat:
® The number of visible GPS/GLONASS satellites

Table - Wireless Links Statistics - Radio particular parameters in the TDMA based software

Switch Statistics

This section displays the number of unicast, broadcast and flood packets switched within each Switch group and also within kernel system (internal traffic), in real-
time (since the last reboot):

1D MAC Count Unicast Eroadcast Flood
kernel 0 560 0 0
1 4 1093969 77356 12704

Total Forwarded: 1184589 Total Dropped: 932 Ignored: O Overilow: 0
Figure - Switch Statistics

It also displays the number of dropped packets for: STP, unreachable destination, firewall, possible loop, discard, MAC limits and reverse, within each Switch group
and kernel, in real-time (since the last reboot):

Dropped by

Unreachable Firewvall Possible loop imi Reverse

] 60 0 0 ] 0 &72

Reset Counters |
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Total forwarded, dropped and ignored packets are displayed in real-time, too.
All these counters can be reset by clicking the «Reset All Counters» button.

Switch Statistics parameters:

Parameter Description

Unicast
® Sending a packet to a single host (network destination) identified by a unique address
Broadcast
® Sending a packet to all hosts (network destinations) simultaneously (broadcasting is done by specifying a special broadcast address on
packets)
Flood
® Sending a packet along the same link multiple times (without specifying a destination address for the packets)
® Several copies of the same packet would ultimately reach all nodes in the network in flooding
STP

® Spanning Tree Protocol - standardized as IEEE 802.1D

® (Creates a spanning tree within a network of connected layer-2 bridges (typically Ethernet switches) and disables those links that are not
part of the spanning tree, leaving a single active path between any two network nodes

® The value displayed in the Switch Statistics table represents the number of the packets blocked by the Spanning Tree Protocol

Unreachable
® The sender could not reach the specified network destination

® The value displayed in the Switch Statistics table represents the number of the packets dropped because they flood to unreachable
destination

Firewall
® A software or hardware-based network security system that controls the incoming and outgoing network traffic by analyzing the data
packets and determining whether they should be allowed through or not, based on applied rules set
® The value displayed in the Switch Statistics table represents the number of the packets dropped by the firewall system in the network
Possible
loop ® A switching or bridging loop occurs in a network when there is more than one Layer 2 path between two endpoints
® Because a physical topology that contains switching or bridging loops is needed for the redundancy reasons, the solution is to allow
physical loops, but create a loop-free logical topology using the spanning tree protocol (STP) on the network switches
® The value displayed in the Switch Statistics table represents the number of the packets dropped because they belong to a possible loop
(more than one port declares same packet source)
Discard
® The value displayed in the Switch Statistics table represents the number of the packets dropped by the configuration (for example: "switch
group N start [discard]")
MAC Limit
® MAC address-table limit reached (switch maxsources (MAXSOURCES|0) # default 5000)
® The value displayed in the Switch Statistics table represents the number of the packets dropped because the limit of MAC address-table
was reached
Reverse

® The value displayed in the Switch Statistics table represents the number of the packets dropped because they have the same source and
destination port (the frame came to the unit through one port and according to the switching table it must leave through the same port)

Table - Switch statistics parameters

By clicking the «Show System Log» button, you can view the "System Log" section:
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AutoRefresh: @ Auto Refresh Time (sec): Hide System Log

I:I.l:l Clear System Log
1-Jan-88 85:08:2@ PCIE@: absent. -
1-Jan-88 @5:00:9@ PCIEL: unused. .
1-Feb-16 @6:01:@@ tcf: 256 usec per tick

1-Feb-16 @5:@1:@@ EVENTER: Process started

1-Feb-16 @6:01:@@ DFFS: User space 65618287 bytes

1-Feb-16 @5:01:@@ Last reboot reasen: firmware upgrade

1-Feb-15 @5:81:@2 ethe: phy found @s12@141 model: Marvell 88E1118

1-Feb-16 @5:@1:82 ethe link down

1-Feb-16 @5:81:@5 ethe media changed to 1@2@ Mbps Full duplex auto

1-Feb-16 @5:@1:88 ethe link down

1-Feb-16 @6:@01:28 ctl: start convert return exi -
1 zak 3 sg3:00 o+l Laa Rla thrachald §c o A 1

Figure - System log

You can delete all the information saved in the system log by clicking the «Clear System Log» button. You can hide the System Log section by clicking the «Hide
System Log» button.

The "System Log" section allows browsing the unit’s system log. It is possible to minimize/enlarge the system log window by clicking the buttons:

Extended Interface Statistics

The "Extended Interface Statistics" tools gather complete information and enhanced statistics for each interface of the unit. Each interface type has its own set of
available tools applicable to it.

In order to access the "Extended Interface Statistics" tools, click on the row of each interface within the "Interface Statistics" section:
Please select

General Statistics

Modulation Statistics

Ermrors/Drops/SNR/EVM

Radio Scanner
CloS Statistics

Metwork Address Table

Can

Figure - Extended Interface Statistics

General Statistics

The "General Statistics" tool displays the information about the interface such as the interface mode, current status, Rx and Tx statistics, etc. The actual statistics
details depend on the interface type.

For Ethernet interfaces information about current status, operational mode and load statistics is available.
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Ethemet Interface Siatistics X

Phiysical link iz UPR, 1000 Mbps Full-duplex, Auto
PHY chip: Marvell 23E1115 ID: 0e110141

Supported modes Self Peer
Auto-Megofiation yes yes
10 Mbps Hali-duplex yeSs yes
10 Mbps Full-duplex yes yes
100 Mbps Hali-duplex yes yes
100 Mbps Full-duplex yes yes
1000 Mbps Hali-duplex yes -
1000 Mbps Full-duplex yes yes

eth0: adminigtrative status UP

Receive stafistics Tranzsmit statistics

Packets 918215 Packeis 30249
Byles 117467140 Byles 13636324
Load (kbpz) 13 Load (kbps) 35
Load (pps) a Load (pps) &
Frame size (bylbes 203 Frame zize (byles) 503
CRC errors ] CRC errors 0
Pause packets 0 Carmier lost ]

Bad packeis 0 Excessive deferrals ]
Runts ] Excessive collisions I
Short packets 0 Late collisions ]
Alignment errors 0 Multiple collizions ]
Long packets 9 Single collisions o

Qut of range 0 Undemuns ]

In range errors 0 Queue overflow ]
Format errors 0 Descriptor emors ]

| Cloze | Rezet I Auto Refresh:

Figure - General Statistics Ethernet

Rx and Tx statistics parameters:

Parameter Description

Receive statistics

Packets The total number of received packets

Bytes The sum of lengths of all good Ethernet frames received
Load (kbps) The link load, Kbit/s

Load (pps) The link load, packets per second

Frame size (bytes) = The frame size in bytes
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CRC errors

Pause packets
Overruns

Runts

Short packets
Alignment errors
Long packets
Transmit statistics
Packets

Bytes

Load (kbps)

Load (pps)

Frame size (bytes)
Excessive deferrals

CRC errors

Total frames received with a CRC error

The number of good frames received that have a Pause destination MAC address
Packets dropped due to queue overflow

Total frames received with a length of less than 64 octets and an invalid FCS
Total frames received with a length of less than 64 octets but with a valid FCS
Number of frames received with bad number of octets and bad CRC

Total frames received with a length of more than MaxSize octets but with a valid FCS

The total number of transmitted packets

The sum of lengths of all good Ethernet frames sent

The link load, Kbit/s

The link load, packets per second

The frame size in bytes

The number of packets that were delayed due to the busy transmission medium

Total frames received with a CRC error

Late collisions The number of times a collision is detected later than 512 bits-times into the transmission of a frame
Multiple collisions = The total number of successfully transmitted frames that experienced more than one collision

Single collisions The total number of successfully transmitted frames that experienced exactly one collision

Excessive collisions

Queue overflow

The total number of frames dropped after 16 attempts to send ended with collision

Packets dropped due to queue overflow

For the radio interface information about current status, DFS mode and load statistics is available.

11
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Radio Interface statisics X

RF status: 5.0 UP (band 40, freq 5110} :ACTIVE

DF3S status: OFF

TOMA status: MASTER (5 ms DLAUL:Auto) (DL2500/UL2500)

Eroadcast Rate 300000 Voice Mode OFF
Byles Received 3440272475 Bytes Transmitied 1421213562
Frames Received OK 101834926 Frames Transmitted OK 53376553
Multicast Frames 1056625 Multicast Frames 2257328
Load (kbps) T Load (kbps) 1

Load (pps) 4 Load (pps) 10
Frame zize (byles) 215 Frame zize (byles) 137

FX Medium Load 24% TX Medium Load 1.1%
Total Medium Busy 3T7% Frame Time Used 3 2%
Duplicate Received 1 Too ShortLong Frames L]
Lost frames o Aggr Subframe Refries 4171

Rx Collision 0 Aggr Full Refries 16

FIFO Owverrun ] Stuck/Slip 01
CRC Ermors 12445 Excessive Retries 0

Moise (dBEm) -92 (+5) Max aggr frames 21

Rx SubslotsModes 212 Max aggr bytes 36045
Scrambled frames 0 Scrambled frames o
Scramble errors o Tx queue overflow o

Rx Time Limit (us) 642 Tx Time Limit (us) 1771

Rx Cap (Mbps) 105 Tx Cap (Mbps) 118

Auto Refresh:

Figure - General Statistics RF

Rx and Tx statistics parameters:

Parameter Description

Receive statistics

Broadcast Rate Current Bitrate for broadcast and multicast packets on the BS depends on the speed of the slowest subscriber
Bytes Received Number of received bytes including headers

Packets Received OK Number of correctly received packets

Load (kbps) The link load, Kbit/s

Load (pps) The link load, packets per second

Frame size (bytes) The frame size in bytes

RX Medium Load Time spent on receiving frames (%)

Total Medium Busy The total time medium was busy (both DL and UL) (%)
Duplicate Received The number of duplicate packets received

FIFO Overrun Number of FIFO queues overruns in the radio when receiving
CRC Errors Total frames received with a CRC error
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Noise Floor

Noise Floor Threshold
Scrambled frames
Scramble errors

Rx Cap (Mbps)
Transmit statistics
Voice Mode

Bytes Transmitted
Packets Transmitted OK
Load (kbps)

Load (pps)

Frame size (bytes)

TX Medium Load
Frame Time Used
Total Retries

Aggr Subframe Retries
Aggr Full Retries

FIFO Underrun
Excessive Retries
Max aggr frames

Max aggr bytes
Scrambled frames

Tx queue overflow

Tx Cap (Mbps)

Input noise level. Measurement cycle —10 seconds
Noise floor threshold for carrier detect

The total number of scrambled frames received
The number of descrambling errors

Throughput limit for UL (Mbps) - only in TDMA version

Voice mode ON/OFF value. If turned ON, the mode of voice traffic prioritized processing is turned on

Number of transmitted bytes including headers

Number of correctly transmitted packets

The link load, Kbit/s

The link load, packets per second

The frame size in bytes

Time spent on transmitting frames (%)

Average loading of frame (%) - only in TDMA version

Total number of retries

Number of packet drops in an aggregate due to protocol excesses
Number of duplicate aggregates transmitted

Number of FIFO queues underruns in the radio while transmitting
Number of packets which were not transmitted with maximal number of retries
Maximal detected number of packets in an aggregate

Maximal detected bytes in an aggregate

The total number of scrambled frames sent

Packets dropped due to queue overflow

Throughput limit for DL (Mbps) - only in TDMA version

For the pseudo-radio interface information about parent interface, MTU value and load statistics is available.

13
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Pseudo Radio Interface Statistics X

Parent eth Hardware MTU 1722
Packets 16433 Packets 17261
Fragmented ] Fragmented 0
Fragments ] Fragments ]
Load (kbps) 12 Load (kbps) 30
Load (pps) 5 Load (pps) ]
Frame size (bytes) 300 Frame size (bytes) 463
Scattered fragmenis ] Double encapsulated 0
Corrupted packets ] Ot of fragbufs 0
Auto Refresh:
Figure - General Statistics PRF
Parameter Description
Receive statistics
Packets Number of correctly received packets
Fragmented Number of fragmented packets
Fragments Number of fragments
Load (kbps) The link load, Kbit/s
Load (pps) The link load, packets per second

Frame size (bytes) The frame size in bytes

Scattered fragments Number of frames where one or several fragments were lost, the frame cannot be restored
Corrupted packets Number of frames with the wrong length or structure

Transmit statistics

Packets Number of correctly transmitted packets
Fragmented Number of fragmented packets
Fragments Number of fragments

Load (kbps) The link load, Kbit/s

Load (pps) The link load, packets per second

Frame size (bytes) The frame size in bytes
Double encapsulated packets = Number of frames with double encapsulation

Out of fragbufs Number of errors as a result of frame assembly buffer overflow due to too many fragments (neighbors) sources

For the SVl interface information about current status, RX and TX staistics is available.

14
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Swiich Virual Interface (5VI1) Stalistics X

&vi1: administrative status UP

Receive stafistics Tranzsmit statistics

Packets 3473950 Packeis 26496
Eyles 1056440580 Byles 13629935
Load (kbps) 10 Load (kbps) 17

Load (pps) G Load (pps) =]

Close Il Reset I Auto Refresh:

Figure - General Statistics SVI

By clicking the «Close» button, you return to the "Device Status" page.
By clicking the «Reset» button, you clear all counters displayed in the page.

The "Auto Refresh" option is active by default and refreshes the statistics automatically. You can disable the auto refresh.

Modulation Statistics

The "Modulation Statistics" tool displays the information about modulation types, such as receive and transmit statistics for different coding scheme. This statistic
is available in the firmware version with "TDMA" support.
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RF rf=.0 status UP (band 40, freq 5400) :ACTIVE
DFS status OFF
TOMA status Master (S000 Auto) (DL23G68/UL2E34)
Rate Code Statistics
Bitrate
MCS0 0 0% 15000 BPSK 1/2 MCS0 0] 0%
MCS1 0 0% 300000 QPSK 1/2 MCS1 0] 0%
MC52 0 0% 45000 QPSK 34 MC52 0 0%
MCS3 0 0% G0000  QAMIE 172 MCS53 0 0%
MCS4 0 0% 50000 QAMIE 34 MCS4 0 0%
MCS5 0 0% 120000 QAME4 213 MCSS5 0 0%
MCS8 0 0% 135000 QAME4 34 MCS8 0 0%
MCST 0 0% 150000  QAME4 56 MCST 0 0%
MCS58 0 0% 30000 BPSK 1/2 MCS58 0 0%
MCS9 0 0% 60000 QPSK1/2 MCS9 0 0%
MCS10 0 0% 50000 QPSK 34 MCS10 0 0%
MCS11 0 0% 120000 QAM16 1/2 MCS11 D 0%
MCS12 0 0% 180000  QAM16 34 MCS12 D 0%
MCS13 0 0% 240000  QAMS4 203 MCS13 D 0%
MCS14 0 0% 270000 CAMS4 34 MCS14 D 0%
MCS15 T45546281 100% 300000  QAMS4 56 MCS15 845515335 100%
Other 0 Other D
Aute Refresh: [«

Figure - Modulation Statistics
By clicking the «Close» button, you return to the "Device Status" page.
By clicking the «Reset» button, you clear all counters displayed in the page.

The "Auto Refresh" option is active by default and refreshes the statistics automatically. You can disable the auto refresh.

Errors/Drops Statistics/SNR/EVM

The "Errors/Drops Statistics/SNR/EVM" window displays the number of errors, retries and droped packets during transmission for each link. This tool provides
information about the SNR level for each polarization of the remote and local devices. In addition, this section displays the estimated throughput per subscriber in
Mbps. The lower values show the guaranteed throughput in the worst case scenario when all subscribers are actively transmitting. The upper values display the
throughput in the best scenario, when data is transmitted only by the selected subscriber.
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TX Reiries/Emors/Drops statistics X

SNR Cap

MAC Name TX Packeis TX Refries TX Drops TX Emors V-H EVM RodTx
00043523F70D Slave 10 0 (0%) 0 (0%) 0% 232 s e
00043523FA96 Slave 2 19422 2 (0%) 0 (0%) 0 (0%) g} : ;g :] ? f j.?, gf} i Eg

FFFFFFFFFFFF 34258 0 (0%) 0 (0%)

Auto Refresh:

h

Figure - Errors/Drops Statistics

The EVM value is measured not at the operation modulation, but at the lowest possible. In case the misoctl option is enabled and VBR is disabled on Slave, the
lowest possible modulation uses a single data stream. If misoctl is turned off or VBR is turned on, both channels will be used for transmission, and the EVM
parameter values will be displayed for each modulation.

By clicking the «Close» button, you return to the "Device Status" page.
By clicking the «Reset» button, you clear all counters displayed in the page.

The "Auto Refresh" option is active by default and refreshes the statistics automatically. You can disable the auto refresh.

Radio Scanner

The "Radio Scanner" tool allows to estimate the efficiency of the radio links utilization, analyzing the radio-frequency environment for the current frequency, under
the current channel bandwidth, without the radio link interruption and displays the following statistics:

® Radio parameters of every source in the radio link
® Number of sources, number of packets, including the skipped ones
® Number of pulses, their average level and average number of pulses per second

EBandwidth {(MHz) 40 Frequency (MHz) 5170
Total sources 2
Total packets 432
Skipped packeis [i]
CRC emors 0
Pulses 0, avg level 0 (0), avg pps 0
Count MAC Type Level Gitrate Length MName SiD Freq
255  =D0043523F7DD N 45148 30000 (0x51) 182 LINAR 5170 (40 MHz)
177 =00043523FA%6 * 46/ -45 12000 (0x0a) 14 device_4 5160 (20 MHz)
Type Description Type Description
M Meighbor (connected) LA Locally defined node (not authenticated)
c Candidate (not connected yet) LD Locally defined node (disabled)
nju Known node in the MINT network A Not authenticated MINT node
* Own MAC address - Unknown source

Auto Refresh: (¥

[

Figure - Radio Scanner

Parameter Description

Count
® Number of the registered frames (packets)
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MAC
® Host MAC address
Type
® Host type
Level
® TFirst value - signal level relative to the receiver sensitivity at a given modulation (bitrate), in dB
® Second value - absolute input signal level, in dBm
Bitrate
® Current bitrate value
Length
® Average frame length in bytes
Name
® Host name
SID
® Network system identifier
Freq
® Current center frequency
Total
sources ® Number of sources
Total
packets ® Total number of the registered frames (packets)
Skipped
packets ®  Number of skipped (unaccounted) packets due to queue overflow or lack of CPU resources
CRC errors
® Number of errors in the checksum calculation
Pulses

® Pulses noise counter:
® The first value is the number of electromagnetic energy peaks during the scanner operation. The Pulses counter includes frames for
which the modulation and source MAC address could not be recognized.
® The "avg level" value shows an average noise level, the first value is a noise level relative to the receiver sensitivity at a given
modulation (dB), the second is an absolute input signal level (dBm).
® The "avg pps" value indicates an average pulses per second number. The value over 50 pps indicates a high noise level.

The abbreviations for each node type are also displayed in the interface:

Type Description

N
® Neighbor (connected)

® (Candidate (not connected yet)

18



Title

nlu
® n-known node in the MINT network
® u-node in the same MINT domain connected to another sector
® Unknown source
LA
® Locally defined node (not authenticated)
LD
® Locally defined node (disabled)
A
® Not authenticated MINT node
*
® Own MAC address (in software version with Polling technology support)
T

® Master devices (in software version with TDMA technology support)

Table - Node types

1 NOTE

Count MAC evel Bitrate Length
Total sources o
Total packets o
Skipped packets o
CRC errors o
Pulses 0, avg level 0 (0}, avg pps 0.0
Type Description Type
N Neighbor {connected) L&
C Candidate (not connected vet) LD
n Known node in the MINT network A
T TOMA Master -

Close | Aute Refresh:

Description

Localty defined node (not authenticated)
Locally defined node (dizabled)

Mot authenticated MINT node

Unknown source

"Frequency" and "Bandwidth" are highlighted in red when the frequency and bandwidth values are already not the same as they were when Radio
Scanner was started. This may occur when several profiles at the subscriber terminal link settings are configured. While searching the base station
sector the subscriber terminal loops through all available profiles with different settings, highlighting them in red.

By clicking the «Close» button, you return to the "Device Status" page.

The "Auto Refresh" option is active by default and refreshes the statistics automatically. You can disable the auto refresh.
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QoS Statistics

QoS (Quality of Service) characterizes the entire network performance which is defined by the parameters such as: throughput, latency, jitter, error rate, available
bandwidth, etc. In order to provide the guaranteed Quality of Service for certain applications, users or data flows, different prioritization methods are used.

The "QoS Statistics" tool displays the statistics of the MINT priority queues for the interface.

Priority is one of the parameters which define in what sequence, different types of data traversing every InfiNet device in MINT network are treated. Each channel
may be assigned a priority (for example: P01, P02 ... P16).

Once assigned, a priority is automatically recognized by every node inside the MINT network. Each priority value corresponds to a device queue. Once in a queue,
every packet is scheduled according to the queuing algorithm set on the device. QM manager supports "Strict Priority Queuing" and " Weighted Fair Queuing"
scheduling algorithms. "Strict Priority Queuing" means that the packets from queue with lower priority are not processed until the queue with higher priority is not
empty. "Weighted Fair Queuing" uses weights for every queue of an interface and allows different queues to have different service shares, depending on that
weight.

Every channel is also characterized by the latency parameter. This parameter determines the maximum time for the packets to stay in the channel. If a packet is
waiting in a queue of the channel more than the time specified in the latency parameter, then it is discarded. Latency can be set for each channel in the "Traffic
Shaping" section.

Channal Priority
BACKGROUND 16
REGULAR Best Effort 15
BUSINESS6 14
BUSINESSS 13
BUSINESS4 12
BUSINESS3 11
BUSINESS2 10
BUSINESS1 9
QOs4 8
Q0s3 7
QOS2 6
QOs1 5
VIDEO2 4
VIDEO 3
VOICE 2
CONTROL 1
NETCRIT 0

Table - MINT priorities

Transparent packet prioritization is a WANFleX feature which allows QM manager to transparently map 802.1p/TOS/DSCP priority to MINT priority for the ease of
deployment.

You have to make sure that “Dot1p Tags” and/or “IP ToS” options are enabled in the "QoS" section.

MINT Priority Traffic Types (802.1p) dotlp TOS DSCP Name DS Field Value

16 BACKGROUND Background 1
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15 REGULAR Best Effort Best Effort
14 BUSINESS6
13 BUSINESSS
12 BUSINESS4
11 BUSINESS3

10 BUSINESS2

9 BUSINESS1 Excellent Effort
8Q0s4

7Q0s3

6 QOS2

5Q0S1 Critical Applications
4 VIDEO2 Video

3 VIDEO

2 VOICE Voice

1 CONTROL Internetwork Control
0 NETCRIT Network Control

Table - MINT priority to 802.1p/TOS/DSCP

CSo

CS1, AF11-13

CS2, AF21-23

CS3, AF31-33

CS4, AF41-43

CSS, EF

CSé

Cs7

This section displays the number of inbound packets to each priority queue and the number of dropped packets:

12,14

16, 18

20,22

24,26

28,30

32

34

36

38

40, 42

44, 46

48, 50

52,54

56, 58, 60, 62
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-

Priority queues statistics X
{ count / drops )
q00 (P16) 0/0 q16 0/0
q01 (P15) 843466713 / 105533168 q17 (PDE) 183 /0
q02 0/0 q18 (P05} 144/ 0
q03 (P14) 0/0 q19 0/0
q04 (P13) 0/0 q20 0/0
q05 (P12) 0/0 q21 (P04) 0/0
q08 0i0 q22 (P03} Di/0
q07 (P11) 0/0 q23 0/0
q08 0/0 q24 (PO2) 0/0
q03 (P10) 0/0 q25 (P01} 0/0
q10 (PO%) 0/0 q26 0/0
qi1 0/0 q27 0/0
qi2 0/0 q28 (POD) 279183 /0
q13 (P08} 0/0 q29 164272 /0
q14 (POT) 0/0 q30 T27 10
q15 0/0 g3 370197 /0
Reset Aute Refresh: [+

Figure - QoS Statistics
By clicking the «Close» button, you return to the "Device Status" page.
By clicking the «Reset» button, you clear all counters displayed in the page.

The "Auto Refresh" option is active by default and refreshes the statistics automatically. You can disable the auto refresh.

Network Address Table

The "Network Address Table" tool shows the network address table for the interface.

Interfac e Network Address table

|

Interface rf3.0
000435 10c a9k Link
10.2.1.1 10.2.1.0/24

Auto Refresh: [«

Figure - The Network Address Table for the local unit

By clicking the «Close» button, you return to the "Device Status" page.

The "Auto Refresh" option is active by default and refreshes the statistics automatically. You can disable the auto refresh.

LLDP Information
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The "LLDP Information" tool allows to get information on the link layer discovery protocol.

N L L T e — XY TTE VL P A PV T It N e — . | R — T ¥ X W

LLDP Information X
LLDOP Local nfo on ethd

Chassis|D: W-51857 (loc al)

SysMName: Base Station

SysDescr: Infinet Wireless RS000 WaNFleX HOBS11-TDMAYZ.0.58
Caps: Repeater*, Bridge*, Router*

PortlD: D004 35:00:CA9B (mac )

PortDescr: ethl, Base Station

MFS: 1728 bytes

MgmitlP: 10.1.14.15

hgmt'/LAN: 14

L1 OP Neighbors Table on eth0

LLDP Mode: disabled, Forward: disabled

Auto Refresh: @)

Figure - LLDP Information

By clicking the «Close» button, you return to the "Device Status" page.

The "Auto Refresh" option is active by default and refreshes the statistics automatically. You can disable the auto refresh.

Extended Link Diagnostics

Once a wireless connection between the unit and the remote neighbor is established, it is possible to make extended diagnostics and optimization for the wireless
link.

In order to access the "Extended Link Diagnostics" tools, click on the row of each wireless link within the "Links Statistics on rf5.0" section:

Exiended Link Diagnoslics

@ Performance Tests

Antenna Alignment Tool
Stafistics Graphs
Remote Commands

Link Restart

Figure - Extended Link Diagnostics

Five options are available: "Performance Tests", "Antenna Alignment Tool", "Statistics Graphs", "Remote Commands" and "Link Restart".

Performance tests

The "Performance tests" tool performs link throughput tests for the configured channel bandwidth and on the current frequency, without radio link interruption.
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The "Performance tests" tool generates traffic between the devices and displays the channel throughput for the traffic with chosen priority. For the full throughput
tests of the channel, you must set the highest priority “0” for the test traffic. In this case, the transmission of any other traffic is stopped for the testing time and
the traffic generated by the tool will occupy all the channel.

The "Performance tests" tool displays the values of the full channel throughput which is available under the current settings, for each bitrate.

1 NOTE
All results are given in kilobits per second and retries levels are shown as a red chart.
Performance tests for "MINT" and "TDMA" firmware are not the same. There are two tests in "MINT": one with graduation on bitrate, other in "Use MINT"' mode.

In "Use MINT" mode 8 tests are performed on established bitrate. In case of "TDMA" firmware teat of graduation on bitrate is not performed. Both firmware
support bidirectional test.

Performance Tesis

Performance Test {Interface rf5.0, MAC 000435135e4e . Neighbor Omix 3)

Round & 83999 944
Round 7 945 %
Rouwnd 5 94167 441
Round 4 94598 9504
Round 3
Rouna 2
Round 1 94467 94554

TestTime is): (10 | Loopback: Priorty (0-16): (16 | Packetsize:[1512 | LoadLimit|  |Select Al

Motes:
- All results are given in kilobits per second.
- Refries levels are shown as a red chart.

[ Run Tests | | Stop Tests | | Exit Test | [ Help |

Figure - Performance test in case of "TDMA"
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Performance Tesis

Performance Test (Interface rf5.0, MAC 000435135248, Neighbor Omx. 3)

300000 121604 12146
o0 [ 05650 T

o000 (55 L

reoo00 75 s
soooo  [5S5T0 R
soooo  [26ETT 26851
o000 [13335 13308 ]

TestTime (s):(10 | Loopback: Use MINT: (] Priority (0-16):[16 | Packetsize:[1512 | LoadLimit[  |Select Al

Hotes:
- All resuliz are given in kilobits per secend.
- Retries levels are shown as a red chart.

[ Run Tests | [ Stop Tests | [ Exit Test | [ Help |

Figure - Performance test in case of "MINT"
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Performance Tesis

Performance Test (Interface 5.0, MAC 000435135e4e, Neighbor Omx. 3)

Round & 02374 ¥

Round 7 03950 |«

g
g |z
|

Round & G352 [#]

Round 5 102413 99171 |+
Round 4 103821 100003 |«
Round 1 0

LY

TestTimeis):[10 | Loopback ¥ UseMINT [ Priority (0-16): (16 | Packetsize:[1512 | LoadLimit|  |SelectAl:

Motes:
- All results are given in kilobits per second.
- Refries levels are shown as a red chart

[ Run Tests | [ Stop Tests | [ Exit Test | [ Help |

Figure - Performance test in case of "MINT" in "Use MINT" mode
By clicking the «Run Tests»/«Stop Tests» buttons at the bottom of the page, you can start/stop the performance tests.
By clicking the «Exit Test» button, you return to the "Device Status" page.

Each row corresponds to a certain bitrate value and can be selected or deselected for participating in the performance test by marking/unmarking the
corresponding check-box on the right side. By marking “Select all’ check-box, all the bitrates could be selected or deselected at once.

Three more parameters are available for management:

“Test time” parameter - allows setting the duration (in seconds) of the test for each bitrate (5s by default).

“Bidirectional’ check-box - allows choosing between bi-directional (when checked) and unidirectional (when unchecked) performance test.

"Use MINT" check-box - performs 8 tests on established bitrate.

"Priority (0-16)" - by default, it is 16, which is lower than the data traffic that has priority 15. You can increase the test priority by setting a lower value.
"Packet size" - allows to set the desired packet size in bytes.

"Load limit" - sets a limit on the data rate at which the test runs, in Mbps.

The bitrates list on the "Performance test" tool consists of the bitrates that correspond to the channel bandwidth set on the unit (5/10/20/40MHz). To perform the
tests for the bitrates related to the other channel bandwidth, you need to reconfigure the channel bandwidth (the “Channel Width” parameter in the "Radio
Setting" section of the "Basic Settings" page) on both units within the tested link.

Examples given:

Bi-directional performance test output description for 180 Mbps bitrate (40 MHz channel bandwidth):
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Bitrate (Kbps)
| Retries indication for
transmitting and receiving

Y
180000 i 80545 75071 i
‘ ‘
Measured radio link Measured radio link Check this
throughput for transmitting throughput for receiving box to inclt
(Kbps) (Kbps) bitrate into

Figure - Bidirectional performance test output

In order to see detailed information about throughput, errors and retries, you can move the mouse cursor over the indication strip of the required bitrate.

Antenna Alignment Tool

The "Antenna Alignment Tool" allows to visualize the signal characteristics on both sides of the link in order to make the antenna alighment process more accurate
and easier.

The accuracy of the antenna alignment at the neighbor device is very important for the link quality.
Antenna Alignment Tool
Algnment Test {Interface 5.0, MAC D00435135=4=, Meighbor Master 2)

Local Remaofe

Ut Level, dg
Ut Level, dg

Ing
Ing

10

ol 1o 10
Cross Talk, dB

Cross 'I_'a IF:. dB

reslEm =B resldem =44 res.cEm =5 resldEm =)
CINR, dB 40 CINR, dB 43 CINR, dB 41 CINR, dB 41
Crosstalk, dB -32 Crosstalk, dB -35 Crosstalk, dB -32 Crosstalk, dB -3'1

VM, d

N
-.-J

W, d

'
M
(=2

I'a'"‘|'1. a
Retries, % 0 Retries, % 0 Retries, % 0 Retries, % 0
T bitrate, Kbps 2?0000 T bitrate, Kbps 2?0000

N
o

W, d

'
M
(=2

| I|Eu:-c“esl”CIearHsla'yIlExlTast”.—h:-cI

Figure - Alignment test

By clicking the «Start Test»/«Stop Test» buttons at the bottom of the page, you can start/stop the alignment test.

By clicking the «Clear History» button, you delete all data stored from the moment you clicked the «Start Test» button.
By clicking the «Exit Test» button, you return to the "Device Status" page.

Once the test is started, the antenna alignment can be monitored using the graphic and text indicators. The indicators for both local and remote devices are
displayed together in the same page which allows viewing the alignment process for both sides of the link.
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Each side of the link (local and remote) has two similar test indicator sets, corresponding to each antenna polarization (one for Vertical polarization and another
for Horizontal). This allows controlling the alignment process for each antenna polarization for the local and for the remote device simultaneously.

Graphical indicator:

Input signal level scale, dB

Bad signal area (red)

Good signal area (black)

Measured signal levels:
hairmum - pink

Minimum - blue Input signal stripe

Retries

Cross fading scale, dB +
Figure - Alignment test - graphical indicator
The main indicator is the Input Signal stripe.
The height of the Input Signal stripe is measured in dB by the Input Signal Level scale. The higher the stripe is, the stronger the signal is.

The stripe may change its position along the Cross Fading scale, showing how much influence the corresponding device antenna has (for example: how much
vertically and horizontally polarized signals influence each other). Higher the value of the stripe according to the Cross Fading scale (the farther stripe is from the 0
dB value), less the influence antennas have on each other.

The top of the Input Signal stripe can be located in black (Good signal) or red (Bad signal) background areas or somewhere in between them. This means the signal
is good, bad or average correspondingly. When aligning the antenna, it is recommended to try achieving the stripe top to be located in the black area.

At the bottom of the Input Signal stripe may appear a special red sub-stripe. This sub-stripe indicates the presence of the packet retries and the percentage of the
total number of transmitted packets.

During the alignment test, the Input Signal stripe may change its position along the Cross Fading scale and increase or decrease in height, indicating the changes in
the received signal. When the top of the stripe changes its location, moving from one point on the background area to another, it leaves pink and blue marks
behind, indicating the maximum and minimum measured levels of the signal at a particular point. Thus, it makes possible to observe the “history” of the signal
changes.

You can clear the marks by clicking the «Clear History» button at the bottom of the page.
The text indicators are:

"RSSI" - indicates the power level of the received radio signal (measured in dBm), optimal parameter value -60 ... -40.

"CINR" - input signal level to noise + interference (measured in dB) indicator, >=28.

"Crosstalk" - indicates how much vertically and horizontally polarized signals influence each other, >20.

"Error Vector Magnitude (EVM)" - indicator of the measured input signal quality (it should be as high as possible in absolute value, the recommended
level is not less than 21 dB. Some old firmware had EVM value positive, but most the firmware has negative value, so for the troubleshooting, evaluate

the absolute EVM value), > 21 in absolute value.
"Retries" - percentage of transmit packet retries (measured in %), <10.
"Tx bitrate" - displays the current bitrate for the remote and local units (measured in Kbps).

Main recommendations when using the “Antenna Alignment" tool:

® |tis recommended to start antenna alignment with searching the maximum signal level on a minimal possible bitrate. Afterwards, automatic MINT
mechanisms will set the most appropriate bitrate when “Autobitrate” mode is enabled.
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Input signal level (CINR) should be between 12 dB and 50 dB.

If signal level is more than 50 dB, it is recommended to lower the amplifier power.

If maximal signal level is less than 12, it is recommended to lower the channel width (for example: from 20 MHz to 10 MHz).

In some cases, a signal level that is less than 12 may be enough for the radio link operation. In this case, you should be guided by parameters such as the
number of retries and Error Vector Magnitude. If the number of retries is low (close to “0”) and EVM is more than 21 (Input Signal stripe is green) then
the radio link is most likely, operating properly.

Retries value should be zero or as low as possible (less than 10%).

The top of an Input Signal stripe should be located in the black area.

The signal quality should be good: EVM value should be more than 21.

Input signals of the two antennas of the device should have similar Cross fading values (Input Signal stripes should be symmetrically to the value of 0 dB).

ALL described recommendations are applicable to both ("Local" and "Remote") sections.
Link samples:
® Good link sample

Alignment Test {Interface f5.0, MAC 00043523fa%4, Neighbor Slave 2)

Local Remote

Input Level, dB

10 oo 10 oo 10 20
Cross Talk, dB Cross Talk, dB

RSSI dBm =50 RSSI dBm =50 RSSI dBm =47 RSSI. dBm =44
CINR, dB 41 CINR, dB 42 CINR, dB 40 CINR, dB 43
Crosstalk dB =32 Crosstalk dB -32 Crosstalk dB -33 Crosstalk a8 -3B
eme 25 P T eme 27

Retries, % 0 Retries, % 0 Retries, % 0 Retries, % 0

meoirate, kops 2 7 0000 moirate. keps 2 7 0000

| | [ Stop Test | | Clear History | | Exit Test | [ Help |

Figure - Alignment test - graphical indicator - positive example

® Bad link sample
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Alignment Test (Inferface 5.0, MAC 000435231283, Neighbor Slave)

Local Remote

Input Level, d

. o Py
10 oo 10 dlio 10 20 o M
Cross Talk, dB Cross Talk, dB

RSSI dBm -72 RSSI, dBm -73 RSSI. dBm -2 RSSI. dBm -65
CINR. dB 21 CINR. dB 20 CINR. dB 16 CINR. dB 24

Crosstalk, dB -7 Crosstak, a8 =14 Crosstalk, dB -9 Crosstalk, dB -9

EVIM, dB -18 EVIM, dB -18 EVIM, dB -14 EVIM, dB =21
Tx bitrate, Kbps 1 3000 Tx bifrate, Kbps 1 3000

| | [ Stop Test | [ Clear History | [ Exit Test | [ Help |

Figure - Alignment test - graphical indicator - negative example

Statistics Graphs

The "Statistics Graphs" tool has been developed based on “digraphs”, which is a fast, flexible open source JavaScript charting library.

The "Statistics Graphs" tool allows you to monitor the device parameters represented in the graphical charts. The following modes are available: real-time
monitoring, daily and monthly data logs display (use the dropdown menu from the top of the page to change the mode).

The system displays, by default, the daily data logs. All charts support simultaneous zoom to improve usability: the “zoom in” action in a certain region on any of
the charts reflects on all other charts that are re-scaled automatically to display the data collected during the same period of time.

Critical events like link outages or frequency swaps are marked by small red balloons on the bottom of each graph. Move the mouse over each balloon for details:
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J_n_llfl_\

= J"L_

50 12:51 [2:59 12:53
Current Min Max Current Min Max
B 7 4 3|0 5 35

Figure - Statistics graphs - balloon indicators

Working with the charts:

® Select a chart region to zoom in
® Hold the «Shift» button and drag the graphs to the pan
® Double-click on any chart to reset the zoom.

The parameters that can be monitored are:

RX/TX Ref. Level (dB)

5
0 LA
12:48 12:49 12:50 12:51 12:52 12:53 12:54 12:55 12:56

Current Min Mazx Current Min Max
| | 4 AN 3 I

Figure - Statistics Graphs - RX/TX Ref. Level

This chart displays the measured RX (green) and TX (blue) signal levels. Red regions represent link outages. The default graph uses the CINR measurement method;
however, the RSSI method can be selected from the drop-down menu.
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RX/TX Retries (%)
80 ‘
60
40
20— f_{]{ | 1,
N e i o sl
12:48 12:49 12:50 12:51 12:52 12:53 12:54 12:55 12:56
Current Average Max Current Average Max
0 7 90 0 7 74

Figure - Statistics Graphs - RX/TX Retries

This chart displays the retry percentage (it provides a quick estimation of the link quality). Similar to the previous graph, RX retries are represented by the green
lines, TX retries by the blue lines and link outages by the red lines.

RX/TX Bitrate (Mbps)

300
270[ ~ H‘j

120

30

LA
12:48 12:49 12:50 12:51 12:52 12:53 12:54 12:55 12:56

Current Min Max Current Min Max
Bl 300 30 300 M 240 30 300

Figure - Statistics Graphs - RX/TX Bitrate

The Bitrate chart displays the bitrate for each of the two units in the link. These parameters indicate the link quality, too.

32



Title

RX/TX Load (Kbps)

|
250000

12:48 12:49 12:50 12:51 12:52 12:53 12:54 12:55 12:56
L Current Average Max ‘ L Current Average Max ‘ L Current Average Max
[ [ | | |

202570 174505 249050 96010 108894 180260 106560 65611 199390

RX/TX Load (pps)

12:48 12:49 12:50 12:51 12:52 12:53 12:54 12:55 12:50

Current Average Max Current Average Max Current Average Max
8690 7704 10500| |l 4120 4757 7620 |l 4570 2947 8370

Figure - Statistics Graphs - RX/TX Load

The load charts display the actual link load information, either in real time or for a set period of time. The yellow lines represent the total link load, the green lines
represent the RX load and the blue lines represent the TX load.

You can view the six graphs presented above into one or two columns per page by clicking the «Change Layout» button.

Remote Commands

The "Remote Commands" tool allows one MINT node to perform commands on another or all MINT nodes in the network at L2 level using WANFleX OS CLI
commands.

Run the string you typed into the “Command” field by clicking the «Execute» button. For the full list and description of WANFleX OS CLI commands, please refer to
the WANFleX OS User Manual.

For the ease of usage of the "Remote Commands" tool, the corresponding buttons for the most used WANFIeX OS CLI commands are available in the right side of
the screen:
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r_

CPE 1 rf5.0 link to Slave (000435237 dd)

System Info

ipstat traf detail

System Config

source Target Proto Bytes Kbps PPS | System Log |
BAB43SA4CIZE broadcast 11c 138 4 4 <ethe | @11 | License Info I
1 records Total: 138 4 4 | Reset All Counters I
Source Target Proto Bytes Kbps PPS | Routing Table I
PEB435AS1EAR broadcast 11c 143 1 1 <ethe | &11 | Switch Statistics |
BAB43ISA2CEES broadcast 11c 126 1 1 <ethe | @11 | IGMP Statistics I
FEF@E279E30S 812002009008 1lc 128 1 1 <ethe | @11
1592.168.98.1 1592.168.98.17 arp 28 ] 1 <ethe | 611 | Interface Table |
192.162.98.1 192.162.98.15 arp 28 ] 1 <ethe | &11 - —
PEBAISHACIIR broadcast 11c 138 8 @ <ethe | @11 | Radio Stafistics |
& records Total: 574 4 & | Link Status I
source Target Proto Bytes Kbps PPS | Radio Scanner I
192.168.98.11:88 192.168.183.38:58169 tcp 1285 5 1 »svil | &11 | Traffic Monitor |
1592.168.103.38:58169 192.163.98.11:88 tep 554 2 1 <ethe | 611
BEB43CESIEAR broadcast 11c 414 1 1 <ethe | G11
BAB43584C5328 broadcast 11c 382 1 1 <ethe | &11
BEB43CA2CEES broadcast 11c 378 1 1 <ethe | G11
FEFBE273E563 513602008008 11c 248 ] @ <ethe | &11
192.168.98.1 192.168.98.17 arp 24 8 1 <ethe | @11
1592.168.98.1 152.168.98.15 arp 24 ] 1 <ethe | 611
& records Total: 3421 12 8
#end | Upload Config... |
| Reboot Remote Unit |
Command: [jpstat traf detail ] Key: [ ]
Execute | [ Clear || || Close | Praintext: [ Sendtoal: ]

Figure - Remote commands
By clicking the «System Info» button, you fill in the command field with "system version, system uptime and system cpu" commands.

By clicking the «System Config» button, you fill in the command field with "system uptime and config show" commands.
By clicking the «System Log» button, you fill in the command field with "system log show" command.

By clicking the «License info» button, you fill in the command field with "license —show" command.

By clicking the «Reset all counters» button, you can reset the device statistics.

By clicking the «Routing Table» button, you fill in the command field with "netstat -r" command.

By clicking the «Switch Statistics» button, you fill in the command field with "switch statistics" command.

By clicking the «IGMP Statistics» button, you fill in the command field with "switch igmp-snooping dump name " command, which displays a list of IGMP hosts
(clients) subscribed to a multicast group.

By clicking the «Radio statistics» button, you fill in the command field with "rf radio cap; rf radio stat1 full; muffer stat” commands, which display information
about all connections via the radio interface

By clicking the «Link Status» button, you fill in the command field with "mint map detail" command.

By clicking the «Radio Scanner» button, you fill in the command field with "muffer rf5.0 -t5 -p mac3" command, which analyze MAC addresses in order to estimate
the number and operation intensity of devices using the same frequency. Analysis duration is 5 seconds..

By clicking the «Traffic Monitor» button, you fill in the command field with "ipstat traf detail" command, which displays the information on data flows traversing
the router.

All commands are executed automatically after clicking one of the buttons mentioned above.

1. NOTE

All WANFleX OS CLI commands can be executed from the "Remote Commands" tool.
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You can set the key grant access to the remote node using the “Key” textbox and clicking the «Execute» button. Please note that this key must be prior set at the
remote node via CLI (commands "guestKey", "fullKey" - see details in the WanFlex OS User Manual).

Erase the string you typed into the “Command” field and all output from the display section by clicking the «Clear» button.
Stop a command execution during the execution phase by clicking the «Stop Execution» button.

By clicking the «Close» button, you return to the "Device Status" page.

You can choose between plain and rich text format by marking/unmarking the corresponding checkbox.

You can execute the same command from the BS to all CPEs in the network (to the nodes that are linked to the BS) by marking “Send to all’ checkbox before
clicking the «Execute» button.

You can upload the configuration file to the remote node by clicking the «Upload Config...» button and you can reboot the remote node by clicking the «Reboot
Remote Unit» button (a warning message pops up before the reboot).

Link Restart

You can restart the wireless link (re-association, re-authentication and re-connection) by selecting the “Link Restart” radio button and then by clicking the «OK»
button in the link options.

If the operation is executed, the link disappears from "Device Status" page until it is reestablished again.

Extended Link Diagnostics X

Performance Tests
Antenna Alignment Tool
Statistice Graphs
Remate Commands

) Link Restart

Figure - Link restart

Extended Switch Statistics

The "Extended Switch Statistics" tools allow gathering complete information and enhanced statistics for each group of the unit.

In order to access the "Extended Switch Statistics" tools, click on the row of each switch group or kernel within the "Switch Statistics" section:

Please select X

& Switch DB Statistics

Switch “lan statistics

Figure - Extended Switch Statistics

Two options are available: "Switch DB statistics" and "Switch VLAN statistics".

Switch DB Statistics
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The "Switch DB Statistics" tool gathers complete information and enhanced statistics for each switch group, including kernel:

-

Siatistics for switch group #10

4

|

Destination MAC Interface Vian Gateway MAC Usage Count Dead Time
228435840936 eth0® 0 0 0
288435140936 5. 0* 0 0 1]
6C3BESS1E3EC ethi 0 154340 300
FEF2E279EERE ethi 0 0 289

futo Refresh: [

Figure - Switch DB Statistics

[

By clicking the «Close» button, you return to the "Device Status" page.

The "Auto Refresh" option is disabled by default. You can enable the auto refresh in order to have the statistics automatically refreshed.

Switch VLAN Statistics

The "Switch VLAN Statistics" tool gathers complete information and enhanced statistics for each VLAN created:

VLAN statistics for switch group #10 X

Vian Forward Unicast Broadcast Flood
] 363007 340716 22228 963

Auto Refresh: [

Figure - Switch VLAN Statistics
By clicking the «Close» button you return to the "Device Status" page.

The "Auto Refresh" option is disabled by default. You can enable the auto refresh in order to have the statistics automatically refreshed.
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